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Abstract

Dancing is a way a person can exercise and reduce his stress. This platform will help users

learn GreelCypriot folk dances at home, with an animated tutor.

Firstly, user will have the chance to log in or register an account. Afterwards, user can choose
a specific dance to learn. From there, the system will begin capturing all the dance

movements of the user and will compare them with the animated tutorepargeedback

will be shown throughout the lesson, so the user will be able to know if a movement, or a turn

was done wrong or correct.

The user will have the option to choose either to play the whole dance or to play parts of the
dance, so that he caral@ or improve subsets of a dance, such as turns, specific movements,

or the tempo of the dance.

The comparison of user's movement and tutor's is happening every second of the game. In
more detail, the comparison is happened only for the translationcbfbeme of the user.

Rotation and of course Scale are not included in the calculations.

This platform was developed in Unity 3D Game Engine. The reason | chose to develop this
platform in Unity is that Unity is free. Also is a udeendly application, hus is much more
convenient and easier to use and of course it has a supportive community. The most
important reason that | chose Unity is the Unity Asset Store, where | used a few assets that |
acquired for free. Apart from free assets, Unity offers massful packages, such as Text
MeshPro, Cinemachine etc. Although, it is very easy to find Online tutorials, so it makes it

even easier to learn and understand Unity.

In this thesis, | will show how | managed to achieve this comparison while using these
technologiesinside a game of danc&he source code of this project is stored in the Black
Window PC in Graphics Lab room 123.
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Chapter 1

Introduction

1.1 Motivation 1
1.2Challenges 1
1.30Objectives 2

1.1 Motivation

The goal of this platform is to give the chance to users to learn or improve-Gypakt

folk dances, in a user friendly and realistic environmPahce is a type of entertainment that
almost everyone loves. Dance has many advantages, including #ieofaliscomfort, the
ability to keep in shape, and the improvement of one's figlweiadays, many people that

are willing to take dance lessons, cannot achieve that, because obukgiworking
schedule. This platform will aim to satisfy these catexgoof users, not only those who work
late, but also those who are shy and prefer daralimge at home Of course, in case of a
pandemic, like COVIBLY, is thesafestway to entertain yourself while been confined at
home.And, instead of going to a dancehsol twice a week, the user has the opportunity to
engage with this application nearly every day. The performance of the user will improve as a

result of practicing much more in gaming than in dance school.

1.2Challenges

However, achieving this kind of pfarm has some challenges. Capturing the movement of
the user in real timandcomparing it with the specific level of dance. Although, capturing a
dance turn and in general providing a full body capture was very challenging, that's why
Microsoft Azure Kinet SDK! was used, specifically Azure Kinect Body Tracking SDK with

its features. Body Tracking SDK provides body segmentation, contains an anatomically
correct skeleton for each partial or full body in FQWffers a unique identity for each body

andcantrack bodies over timeFinally, another challenge was to figure out how to give the

! Software Development Ki
2 Field of View, the extent of the observable world that is seen at any migaTent.
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usera rhythm lesson if he had no prior experience or understanding of the @hroefore
user has the option to learn a dance where the dance is dividghitd@nd letting the user

understand each part first.

Synchronizing music with dance will also be a challerageit is something that it cannot be
done by code. Synchronizing a dance with a music can only achieved maHoakjully, a

lot of programshave the resources to let a developer achieve this synchronization.

1.3 Obijectives

This platformés aim is to use seriomndwsgaminc
in a simple and quick mannefhe settingis an old mansion, as well as theodels are

wooden danas dressedn the traditional cloting of a Cypriot male dancemhe user will be

able to practice a dance on his own while watching a mentor demonstrate the dance in real

time, providing a more meaningful experience for the user.

Another goal was to associate Kinect with Unity, in addition to having afusedly and
practical game. Gather data from the Kinect, skeleton mapping, and, in particular, the

translation of each bone of the user.

The user for each dance will have twoiops either to play the whole dance or learn a dance.

In this case the tutor will be played in parts, and the evaluation of user's performance will be
happened for every parthis is another objective of this platform, to divide the animation
into parts.If a user fails a part with a 50 percent or below average score, the part must be
repeated.As a result, by failing and repeating a segment, the user can gain a greater
understanding of the dance he pick@therdore, we want to create a platform to be as
realistic as possiblajmilar to adance shool, with theaccompanyig feedback messagéor

theusels performance



Chapter 2

Literature Review

2.1 Motion Analysis and Comparison
2.2Dance Digitization and analysis

2.3 Comparison with other works

2.1 Motion Analysis and Comparison

Motion analysis is based on the principles of Laban Movement Analysis LMA has four
components which aredgly, Effort, Shape and Spaaad it is used in A. Aristidou et 483].

This algorithm captures these four LMA components and uses them to achieve comparison
and evaluationThis algorithm was used a dancing platform where the student observes the
virtual 3D teacher performing dance movements and repeating them while the user being
monitored by a motion capture system.

A similar work that uses LMAcomponentsbut apart from LMA there are a few more
techniques that have been used such as Mekited Motion Feature and VRV/irtual

Reality) environment4]. The VR environment is very helpful as it provides a mechanical
interaction between the user and the virtdrdracterIn this work the useis able tosee the
teacher in a VR mode and dancing wile teachein real time.Although, this work is based

on Guidance, Rhythm and Style. The final score of the user is based on the number of
successful guidance atterapgtompare to a reference number and provided at the end of the

session as reward.

A motion analysis can be achieved by comparing the motion with anoibtesn [5]. This
comparison was implemented this work while using a Kineecbased Skeleton Tracking.

This work describes a 3D environment that automatically evaluates dance performances
against a standard performance and provides virtual feedback to the performer. The system
uses an old version of Kinect to acquire the motion of the user via Kiasedhuman
skeleton tracking. The Evaluation of the Dancer in this system is calculated from three

scores: Joint Positions, Joint Velocities, and 3D Flow Error.
3



2.2 Dance digitization and analysis

There are many dance commercial games, that can be played eithé&iveath or with a
combination ofKinect and Virtual Reality technology. These games have some differentials
on feedback, for example the feedbackbaince Centralis just contour blushes if any part

of the body is wrongJust Dancejust shows the score and a feedback text, that is either equal
to OK, Good or Perfect based on the accuracy of the user. However, the comparison of this
game is happening with only orgiire each timeDance Paradisehas a similar comparison

with Just Dance, figure by figure comparison, as well as it is not a continuous dance.

In our case, the plattorm wi# val uate the usero6s performance
Dancing a whole damecfor the first time is very difficult especially for amateur users,
therefore the system will provide/o options for each dance, the figgitionis "Play Dance”,

and the secondnethe "Learn Dance". The difference of these two options is that the first

option will play the whole dare and the second one will play the whole dance divided into

parts.In both parts the user will receive a real time feedback and a final score.

2.3Comparison with other works

The preview works are very similar to each otherthey use principles based on the LMA,

to achieve comparison and evaluation. The comparison and the evaluation of the movement
in this work will be based in one feature of the LMA. This platform will use the Shape
component, as well as the joint transfatian, hands and legs magnitudand finally the

speedbf each joint

The idea of this platform is that the student will observe the virtual 3D tutor performing
dance movements and repeating them while being monitored by a motion captured system.
The ideas similar to the concept of tHeolk Dance Evaluatiomvork [3]. In this platform the
motion capture system, will be the Microsoft Azure Kinect. Kinect will be responsible for the
motion capture of the user. With this system, the platform will be altegture turns and

spins of the student accurately, as in previews works spins and turns was very difficult to

capture.

For the gamification part, the platform will give feedback to the user in the form of score for

each movement, in each second. The Bael will contain the following messages:
4



APerfecto, nGoodo, nBado. The final scor e
movements of the user compared to the 3D tutor. In other words, the comparison will be
figure to figure for continuous dancmstead of being one figure each tinfe.difference

from other games apart the comparison, is that this platform will provide a learning mode,

where the animation of the dance will be divided into parts.



Chapter 3

Data Acquisition and Tools

3.1 Teachets Movement 6
3.2 Uselis Movement

3.2.1 Microsoft Azure Kinect SDK 7
3.2.2 Azure Kinect body tracking joints 10
3.2.3 Creating the body tracking index map 11

31Teacher 6s Movement

The teacher movements gree-captured templates. Professional dancers have been captured
in Computer Science Graphics Lab in University of Cyprus, using aduglity motion
capture system. All the dances that were captured are onlaedatabase of the university.
This databse stores a large variety of Cypriot folk dancing, as well as contemporary and
Latin dancesThe dances are available as,fbxh and C3Dto downloadas well as the mp4
video of the recorded dancdecause, the development of this platform will be in YJrihe

best option was to use the fbx extension of the darased will be easier to change some

parts of it, these partge needed for the training option

All the available dances of the platform, where first opened as motion files in MotionBuilder,
where they were merged with a characterized Cypriot traditional darreesynchronization

of music and dance became increasingly important after that. MotionBuilder was again used
to do this.This part, of how the motion file was merged with the tradail character is

explained in more details in Chapter 6.



Figure 3.1 Exampleof using MotionBuilder to synchronize dance with music

32User 6s Movement

The movement of the usainliket h e t ereedédaa b saptured in ré@mhe. So, we
needed a system that witHedeforeMapdoftAzee Kinecewasi s er 0 s
used in this platformMor e speci fically, the userds perfo

tracking SDK feature.

Let usstart by looking at what Miasoft Azure Kinect is and howis used in this platform,
and therwe will look at how toacquiredata from itandhow tocompare that data with the

pre-captured instructor data

3.2.1 Microsoft Azure Kinect SDK

Azure Kinect DK Figure 3.2.1.1is a developer kit with advanced Al sensors that provide
sophisticated computer vision and speech models. Kinect contains a depth sensor, spatial
microphone array with a video camera, and orientation sensor as aroa## small device

with multiple mods, options, and software development kits (SDKBe Azure Kinect DK
development environment consisfshree SDKsthe Sensor SDKFigure 3.2.1.}, the Body
Tracking SDK (Figure 3.2.1.2 and the Speech Cognitive Services SBich enabés

microphone access and Azure clehabed speech services.



Figure 3.2.1.1Microsoft Azure Kinect ©Microsoft taken fromhttps://docs.microsoft.com/ews/azure/kineet
dk/aboutazurekinectdk

Figure 3.2.12 Example of the Sensor SDk Kinect Viewer.

The Sensor SDK has a Depth camera access and mode control, a RGB camera access and
control, a motion sensor access, which includes gyroscope and accelerometer. It also includes
a streaming of synchronized Def@GB cameras with a configurable delay betwdeam.

External system synchronization control with a latency offset between devices that can be
configured, andinally a camera frame metiata access for image resolution and a device

calibration data access.


https://docs.microsoft.com/en-us/azure/kinect-dk/about-azure-kinect-dk
https://docs.microsoft.com/en-us/azure/kinect-dk/about-azure-kinect-dk

Figure 3.2.13 Example of the Body Trackg SDK in 3D simpler viewer

The bodytracking provides body segmentation, each partial or even complete body in FOV
has an anatomically correct skeleton, it also offers a unique identity for each body and can

track bodies over time.

However, the bodyracking need specific hardware requirements to wbink.recommended
minimum Body Tracking SDK configuration for Windows, is Seventh Get@@breTM i5
Processor (Quad Core 2.4 GHz or faster), a 4 GB Memory, NVIDIA GEFORCE G3X 10

or equivalent, Dedicated USB3 pofhese detail s were obtained

documentation.

Furthermore, the Unity Asset store has a few -fneea Kinect Assets, with many
functionalitiesand tools as for example detectingHOSE,hand cursor conbl and other
gestures of the user. These assets can make Kinect work, with AMIDIA and INTEL
GPUs.I did not use any of these assets in this platform, due to thejrocdsh a future work

will be very helpful

Microsoft provides developers with softwarecalled Azure Kinect Viewerwhich can be

used to visualize all device datar Sensor SDKFor example, it can help to verify that
sensors are working correctlyhe software of the Kinect Viewer can been seen in Eigur
3.2.12. Finding the perfect position to place the Kinect was not easy, thankfully Azure
Kinect Viewer can help finding the perfect position, so the Kinect can capture all the joints of

the user. As a result, this software gives you the chance to eepéenvith camera settings,
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as well to record and playback your recordirgsimilar software, from Microsoft, for Body
Tracking SDK is the B viewer, which can be seen in action in Figure 33®dhd Figure
5.1.1.

3.2.2 Azure Kinect body tracking joints

Azure Kinect body tracking can track multiple human bodies at the same time. Each body
includes an ID for temporal correlation between frames and the kinematic skdiaiun.
position and orientation are estimates relative to the global depth sensor frasfererice.
The position is specified in millimeters. The orientation is expressed as a normalized

guaternionln our case, we only track one body
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Figure 3.2.2 This figure illustrates the joint locations and connection relative to the human ®Migrosoft
taken fromhttps://docs.microsoft.com/aums/azure/kineetik/bodyjoints .
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3.2.3 Creating the body tracking index map

The body index map includes the instance segmentation magadbr body in the depth
camera capture. Each pixel maps to the corresponding pixel in the depth or IR image. The
value for each pixel represents which body the pixel belon@htrequirement for a tracker

class was applied firgb construct this index map in Unityrhis body tracking index map

will be used to track the transformation of the uddris classalso initializes the body

tracking system, that renders the skeleton of the user. Creating the skeleton was the first step,
the next step was tanimatetheu s e gkdlefon to an avatafrhe explanation for this is so

that the user can see himself dressed as a typical character, such as the tutor, and see a

reflection of himself dancing, as seen in Figure3.2.

To enable th&inect body tracking system, all we had to do is to create a tracker according to
Kinect's documentationNote that, Kinet provides packages for Unity through Visual
Studio, those packageme for Sensor and Body Tracking systems which are under the
namespees Microsoft.Azure.Kinect.Sensorand MicrosoftAzureKinectBodyTrackirg.
These packages are working as APIs, Microsoft also gives a documentation for all the classes
and functions that are in these APAdterwards, this trackewill storeall the jointsof the

user and these joints will be usedatimatea dressed character, sbatthe user will be able

to see himselfMore specific, | used a prefab, that contains the component of Tracker script
as seen in Figure 3.2.3\When the start function is lked, that means when the game object,
that holds the specific script, is enahlatithe first frame, the tracker is initialized. The joints
that arestoredare built in the prefab, so a skeleton is created. Within the update function,
which is called irevery frame, the skeleton is updated from the joints that the Kinect reads.

11



Figure 3.2.3.1Example of the tracker generated from Kinect.

Algorithm 1 Tracker
1. procedure START

2 trackerY n eéracker()
3. procedure UPDATE
4 tracker. UpdateTracke()

The creation of thepuppet the animated charactag very important as it maps all the
KinecH pints to an avataidaving the joints from the tracker, all weustdo is to set a new
character in thescene andind his root, which will contain as a Transform object, the
transformation of the trackers to@herefore, having the root transformation of the character,
with the help of animator, we <can olldhavat e
the samdransformatiorvalues as the tracker hasThe reason we want weate andender

the ammated user in a canvasis so he can see himsahile dancingwhichis like standing

in front of a mirror just like a realife dance schooMany dance schools have a large mirror,
which is very helpful, so the students can recognize any of th&tiakes while dancing-his

helps the user experience of the user as well as the user interface looks better.

12
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Figure 3.2.3.2 This figure illustrateshe characterized avatawhich is the tutor and the student

Algorithm 2 Puppet Avatar
. procedure START

1

2. animatorY Get Comfjponent

3. fori=0 to JointID.Count do

4. MapKinectJoint(i)

5 TransformY Ani mat or

6 Of fset Y Get SkeletonBone
7. end for

As you can see from thabovealgorithm, to create the puppet effect, apart from the joints
and the animator of the charactiéiis important to include the offset of the characiéris is
optional in the script, but it is used to place éxample the character in the middle of the
scene, and in Play modee charactewill be transferred to the offset coordinates for x and y.
Another important calculation is to Map the Kinect joints, with the help of the function
MapKinectJoint(int i). This function contains a case statement, which returns a
HumarBodyBoné for eachinteger number is given, the default case is the last bone that was
used.The joints thaMapKinectJointuses are the following: Hips, Spine, Chest, Neck, Head,

3 The human bone that is queried

13



Left upper leg, kft lower leg, Left foot, Left toes, Right upper leg, Right lower leg, Right
foot, Right toes, Left shoulder, Left upper arm, Left lower arm, Left hand, Right shoulder,
Right upper arm, Right lower arm, Right hand.

14



Chapter 4

Methodology

4.1 Music anddance synchronization 15
4.2 Dance Evaluation 17
4.3 Modes of gameplay 22

4.1 Music and dance synchronization

Before evaluating the dancer 0s perfor mance,
synchronized with their music. Tleason we want to synchronize the music with the dance
is to make it easier for the user to understand the tempo and the rhythm of the dance. Besides,

no one can dance without listening to the music, especially if the music is off the tempo.

MotionBuilderwas used to accomplish this synchronization, as discussed in Chapteis3.1. It
not easy to get those two components to work together, particularly in MotionBuilder. Many
programs exist that can do this, but they are fne¢. To achieve synchronizatiomi
MotionBuilder, | followed these stepgipen the motion file that contains the animatatip,

then import the audio file, which requires the QuickTime library to be downloaded. Then,
after the audio has been imported, you can sebDtbeln option of the audio in the audio
window, which is when the music in the above animation will bebire audio window in

MotionBuilder can be seen by Figure 4.1.1.

Any dance animation begins with aPIOSE, much as the performer did when they were
captured As a result, unlike the music, which is an mp3 file and piagsantly, the

performer does nostart danéng from the first second. Thankfully, the graphics lab, has

saved the footage of the dancers in action, in the dance database. The &bsxabaes
background music, which makes it easier to determine when the music should be Iplayed
measure the offsgthe delaybetween music and the movement for each dance animation and

store it as float valuesn the codeThe reason lid this is to assesséh user 6 s succes

the dance is in progress, that is while the music is plagm$§pe can dance with thigythm
15



In more details, wenustfind the specific frame that the mudiicks in, as seen from Figure
4.1.1. The animation is displayed in 3(ffpso we divide that frame with the number of the
fps. The result gives as the offsetsecond. However, MotionBuilder allows you to adjust

the number of frames per second (fps), which in our case is 30. For each dance, this offset is

calculated, withhe above method.

Figure 4.1.1Example of synchronizing music with dance.

When the animation begins to play, the music must wait for a specific amount pfiisne
amount is the offsetthe delay,that was calculated before. So, to create detay
functionality, Coroutines @reused as seen from Algorithm 3. A coroutine is like a function
that has the ability to pause execution and return control to Unitythen to continue where

it left off on the following frameBy default, a coroutine is resumed on the frame after it
yields but is also possible to induce a time delay using the funaMantForSeconds
Coroutines were also used in the 4.2 Dance Evaluation, so that the evaluation will ihappen

each second.

Algorithm 3 Wait For Animation
1. procedure WaitForAnimation(offset)

2. Play animation
3. yield WaitForSecond®ffsel)
4. Play music

For the music, | used@ackage from Hellmadd&ll the sounds were store as Audio Sources.

This package helps the developer to adjust background music, and sound levels, as well as
fade in and fade ougs it takes the sound as Sound clipach time the music starts, | use a

fade in effect that takes approximately one second for the music to reach the highest volume.
For the fade out effect | set it to take two seconds, to reach the volume levallresame

logic is appliedin the sectionvhere the user mushoosea dance, warea preview of the

dance and the music background is displayed

4 Frames per second
16



4.2 Dance Evaluation

After rendering Kinect to the Scene, and havingatenatedteachersynchronized with the

musig all it is left is the dance evaluati@nd comparisanThe dance evaluain, in this
applicationincludes the local translation of tutor and user, as well aglbeity of thejoints.

We did not measure the rotation of the user, because the skeleton that is rendered from the
Kinect, is a little shaky at the hands, therefdravill be difficult to determine a correct
rotation.The reason of this is that Kinect, is a low resolution motion capture system, so there

is no point of taking in account the rotation of each joint.

We want to measure the velogitwhich was doneyy using the Algorithm 4, and local
location of each bone arfchally we want to see if the user's pace and accuracy are similar to
the tutor's, indicating that the user is dancing corre€tig local position of a joint means the
position of the joint in the scene graph. More specifically, to calculate the local positions for
all the joints, | used the vector magnitude function as shown by AlgodtAio calculate for
example the local position of the Hands, | measured the magnitude ¢fands and the
Shoulders, in more details, for the right hand we need the magnitude of the right shoulder and
the right hand, for the left hand we need the magnitude of the left shoulder and left hand. A
similar logic is applied for the legs, where | uke feet with the hips.

Algorithm 4 Vector Magnitute
1. procedure VectorMagnitute(Vector3 A, Vector3 B)

2. return sqrt(A.xT B.x) M2 + (A.yT B.y)* 2 + (A.zl B.2)"2)

Theevaluation and the comparison in general,the danceakes place itboth gamemodes
Every second, the evaluation is determingd.mentioned irsection4.1 Music and dance
synchronizationcoroutines were used to implement the functionality for waibing second

before the evaluation

The evaluation is a function that returns a float result. The score of the user is the product of
this methodSincethe evaluation is calculated every secamdarray of floats with a length
equivalent to the animatio6ctip duration is initialized until the dance animation is played

For example, the first antrikos antrikristos karsilamas animation has a length of 78.3 seconds,
roundingthe float to integer gives the length equal to 78, so there will be 78 evag atien

for each secondChapter 4.1's previously calculatedisic and dancsynchronization offset

is subtracted from the duration of each darsmethat the dance and the music are perfectly

synchronizedThe overall result is the averagethe floatar ay 6 s t oyt al summar
17



Algorithm 5 Calculate Speed
1. procedure CalculateSpeed(Vector3 A, Vector3 B)

2. return VectorMagnitude(A,B) TimedeltaTime()

First, we compare the position of the joints of the user and the tutor. There is ntoneed
calculae all the joints in thissection;the onlyoneswe needo calculate ar¢he hands (left
and right), shoulders (left and righlips, and feet (left and ght). The shoulders and the hips
are important so that | can use Algoriti#hto measure the distance between the hands and
shoulders, and the distance between the feet and hips.

Secondly, in the algorithm | also calculate the Shape compoheatShape aoponent,is

the way the body is changing towards some point in space, is also used in the calculations.

More specifically, shape components features are the following:

1 Volume: The bounding volume of all joints, gives the volume optleer f or mer 6 s s ke

1 Torso Height: Calculating the crouch, is achieved by measuring the distance between the
head and root joints.

1 Hands Level: The position of the hands indicates whether they are over the head, between

the head and chest, or below tiest.

From the Shape component the Hands Level and Torso Hmghbe calculated from the
first part of the algorithm, which is just a magnitucculation The second part of the

algorithm is to calculate the Volume.

The Volume is calculated, by caillating thevolumeof the characterTo keep the evaluation
simple, for the volume calculation we will need only fhee main joints of the character,
which are the Head, Hands and Feet. Connecting these joints will anaategallarpolygon,

so by catulating in each second the volume of this polygon, we know what the volume of the
character isThe formula for this equation is based on the Shoelace Theorem, which states
that we can measure theea of an irregular polygon using the vieds' coordinas, as seen

in Figure 4.2.1After finding the area from this formula we multiply with the length on the Z
axis. Finding the volume of a polygon requires to multiply the base with the height. In our
case the base is the area that the user creates, amelght is the distance of the minimum

and maximum value on the Z axike depth of the user

18
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where
s Ais the area of the polygon,

» 1 is the number of sides of the polygon, and
o (X, ¥, /=1, 2, .., nare the ordered vertices (or "comers") of the polygon.

Figure 4.2.1 This is the Shoelace Theorem, that calculatesattea of an irregular polygon, taken from
https://en.vikipedia.org/wiki/Shoelace formula

Of course, the resutif the volumewill once again behe result of theeomparson of both
useb and teachér s v oThaifra@ion of the result, similarly aghat we didbefore, will

determine how close the twolumes areThe same principles will be used here. If the result

is between 6% and above, then the score of the user will increase by one, but if the result it

is lower that 6%, then the result will decrease by one.

Algorithm 6 Evaluation
procedure float Evaluation()

scoreY 0

Get last positions of hands, shoulder, hip and feet of student and tutor.

Find the position of hands, shoulders, hip and feet of student and tutor.

Calculate the speed of each joint, using last and current possilog Algorithm5.

s ¢ o r @ompére speeds for each joint of user and tutor.

Find the distances for user and tutor using Algorithm 3.
VectorMagnitude(left_feet, hip)

© © N o o s~ 0w P

VectorMagnitude(rightfeet, hip)

'_\
©

VectorMagnitude(left_hand, left_shoulder)

'_\
=

VectorMagnitude(right_hand, right_shoulder)

=
N

.S ¢ 0 r @ompére the distances of user and tutor

SN
w

. Calculate the volume of user and tutor.

=
(62~

. save_positions()

=
(o2}

. return score;

As we can see from the Algorithi®, at l' ines 6 and 12 we have
dat a. Here, the main idea is to diviredWlt t he
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of thefraction. The fraction will showhow closethe two numbers ar&he score increases

by one,if the result of the fraction is between 0.&nd 1.0. Thaimeanghat if the user in the
current second of the eval uatO¥andabovetrenhel os e
increases his score mne point. If the result of the fraction is lowehan ®% the score
decreases by one. That is, if a user fails in a second, the score for that second is likely to be
negative.ln this algorithm, all comparisons, including spegidtance andvolume have the

same weight in the final result since they add deduct one point. This method is a balanced
assessmenand it is based on the same criteria as all of the contrasts.

An example of how this evaluation workspecifically the scores shown inGraph4.2.1, for
the 1os antrikoantrikristos karsilamas dancEor each second, we have a value ofttial
score, as said these values are stored in an array, where in the endafcttbe average

score of these scarés calculated giving the result

Evaluation Per Second

Score

357 91113 ] 4951535557596M365676971737577

Time (seconds)

Graph 4.2.1Example ofthe Evaluation per second.

The evaluation could be calculated different, by making sure that the user and the teacher are
fully synchronized. This is much more difficult to calculatel implementbecause for each
componentin a highlevel description, you must find the peakse#chvalue and compare

them for bothuser and teachelFor example, if the teacher is standing still for 2 seconds, and
moves the right hand, then the transformation of the right hand will be still for 2 seconds, and
on the third second will increase. If the user tries to imitate this move will protiahz on

the fourth second. Comparing those two peaks, is a way to compare the same movements of
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user and teachemo matter if the user is not fully synchronized with the tea@seshown in
Graph 4.21.

EXAMPLE OF SYNCHRONIZATION

=f==Translation of User Translation of Teacher

0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

TRANSLATION

0 1 2 E] 4 5 6 7 g 9
TIME(SECONDS)

Graph 4.2.2 Example of the synchronizatidghat coud be used

As previously said, this synchronization is much more complicated than the one | used. In
fact, achieving this synchronization woultkea long time for understanding how it works

andimplementing it.

As a resultthe logic that | used immuch simpler than this, gbe user must act at the same
time as the instructor in order for his or $iBFsults to be properly calculated. This, however,
makes the gameplay more intimidating for amateur users, but it also increases theiagesult

they mprove in time

Note that, this evaluation does not calculate the coordinates of the joints in the scene. To be
more specific, iignores the factthat h e t e a arbag pogitisn (0.5¢ 0t25) implying
thatt h e u s er besneafrthatlbcationu s t

The last part of the evaluation is to display a realistic as possible feedback to the user like a
real instructor. This feedback could,ler examplea message such @Perfect dance ,

fiNice try!lo  dad trji'o . F e endsbagemrevery important in applications, especially

in games, because they help user understamak is going onand in general are a part of the

user experienceShowing messages in the screen is the besttwayive user a proper

feedbak of his orherperformance
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4.3Modes of Gameplay

This platform support$wo gamemodes that maki easier for the user to learn a danthe
first mode is referred to as "Play Dance," while the second is referred to as "Learn.Dance"

both modes, there is always the tutor that performs the dance.

The tutor is an fbx motion file, vére the animation typeaust be set télumanoid and the
animator component must have set to trueaghely rootmotion as seen from Figure 4.3.1

and Figure 4.3.,2in order to play the animation clip through the animator component of the
character If neither of these two settings is used, the charaafll most likely lose his
translation and will only be able to move the hands and the legs. As a result, this is not going
to look good for the animation.

Becausethe instructor is rotated 180 degrees, and faces the camera, his movements are
mirrored For example, if he raises his left hand, the usermijht think thatthe tutor raised

his left hand To correct this misunderstanding, we added two Nf@lent dancers, who

face the tutor in the same way as the user ddes NPC students dance sinaueously with

the tutor.The NPC characters are shotieanthe teacherallowing the teacheto stand out.

This method would make it much easier for the user to comprehend the instructor's
movementsSo, it does notmatter if the user watches the tutor or the NPC, while dancing.
The importance of the NRGn this gamejs shown in more detailin the next chapter,
Chapter 5.

Mormal

Always Animate

Figure 4.3.1Animator component of the character

5 NPC: Nonplayer character
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0 Inspector

Medel Rig  Animation  Materials

Animation Type Humanaid
Avatar Definition Create From This Model
Configure...
Standard (4 Bones) -

Optimize Game Objects

Figure 4.3.2Animation Type of the clracter

In the first mode, the tutor performs the whole dance. It is very difficult, for an amateur to
follow the tutor in this mode, as sometimes the dance might beswefyy or might have
difficult movementsand turns.In this mode, we do not change ¢ ani mat or 0s
contrast wi t h t he ALearn modeo. as t he
Animator.Play(), like the Algorithm 3This mode is recommended for users that they

considered themselves as intermediate or experts.

The fLear n Dan cehodiceto startdon inegpererecédl userst The dance is
performed in partsThe parts are createdanuallyin the Animation tab of the motion file,
see Figure 4.3.Fach part it is a copy of the original Animation clip, lwa different Start
and End frameThese Animation clips that are createde used in the Animator of the
activatedcharacter, as seen in Figure 4.34ving all those parts in the Animator, it is easier

to decide which part will be played script Taghtblder.cs has all the string of all the
23



animations in the game. When for example the user selects the Zeimbekiko dance, in learning
mode, a list gets filled with all the parts of that animation. So, each time a part is successfully
performed, the iteratiom the list moves to the next gnentil it reaches the last patt the
user achieves a score of 50% or highieat is a successful performance, theretbestutor
can proceed to the negtirt This is repeated before the dance reaches its conclégien
the dance finishes, then the overall evaluation is displayed on the screen. The overall

evaluation is the average evaluation of each part.
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Figure 4.3.3Example of the Animation tab and the parts character in Unity




Figure 4.3.4How theAnimation clips are used in the Animatan Unity.

There is no transition between the animation clips in the Animator window. All we do in this
part is to first set animatoro6s speed to one
function and pss to the function the name of the state as a parameter. The name of the state

as mentioned aboyés the current name in the list. After the current animation part is
finished, t he ani matordés speed i s isnethatt o ze
the character is playing, to show a message that the user is moving on to n&tipasta

loop that keeps playing until the Animator reaches the last state, which is the last Animation

clip.
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5.1Kinect Results

Getting data from Kinect was not easy, especially wdmmetimeshe data were wrong. The
reasonthat the data could be wrongerethe following errors: The position of the Kinect in

the room could notapturethe feet, because the user was very close to it. The Kinect was to

high and could not read the feet of the user correttig. Kinect was lowefrom the use

therefore the Kinect could not read his heaoimetimes the user, could get out of the Fi¢ld

View of the Kinect while dancing and for those seconds he was missing, Kinect could not
read the missing jointsas a result thanimatecc har act er woul d Abreako,
5.1.1, because the tracker cannot niiggoints to the animatedharacter After many trials

and errors, | found a spot in the room where | could place the Kinect and | was sitrés that

high was perfectandt coul d record all of the wuseros
rendered to the game play, was very helpful
joints, as well as the Kinect Viewebespite these errors, the Kinect creates a chaydwieit

is not very smooth. Sometimes, the hands are showing like they are shaking.

As mentioned in the beginning ofistwork, Kinect can track up to 5 people at the same time.
In this platform, Kinect tracks onlgne personbody. So, the Kinect carlosethe data of the
user, in case another user appears in the field of view of the Kieldsingthe data, means
that Kinect will return for example for the right had joint the position of (0,0,0), instead of

(2,1,0.5) there the evaluation will produeenonvalid result
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Another problem that might affect the Kinect resuthis following,if a part of the body gets

in front of another, this makes it hard for the Kinect to capture the part that is hieéind
other. Of course, if this movement happens very fast there is no problem. Something like this,
can be seen from Figure 21where wecan see the us#ratis crouching,and Kinectcannot

capturehis Left foot joints.

Figure 5.1.1Example of character moving away from the FOV of Kinect.

Figure 5.12 Exampleohh ow Ki nect «c agotchinges t he user 6s
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After many attempts in different dances, including both modes, it was very difficult for me to
keep up with the teacher. The reason of that is the synchronization problem of the user and
the teacher. To achieve a perfect evaluation, the user must dand&s@ously with the
teacher, therefore this is very difficult especially for someone inexperienced likAsnze.

result, setting the comparison to 60% was the optimal valuecdimparisonis defined in
Chapter 4.2 Dance Evaluatiprwhere the algorithm copares the magnitude, pace, and
volume of both the user and the instructor. In addition to considering the user's movement
success, these values must be 60% or higkesther reason that the 60% and above was
decided is that Kinect as it a low resolution motiocagure system, does not calculdte

exact posion of a joint This thresholdvasalso reducedrom the amount of percentage was

required tgpas thesuccessfutomparison.

5.2 Resultsof Play Dance

The Play Dance mode it is not easy, especially faraateur. The type of dance can be very

fast or very tricky, which makes it hard for the user to keep up with the teddtesonly

dance, which is easier from the others is the Hasaposerviko. The reason that this dance is
easier, than the other, is thahds very simple and easy movements, therefore there are not
many turns and kickd.attempted the first dance, the "los antrikos antrikristos karsilamas"
which for me is an intermediate danéege times to see how the evaluation works and, in
general, fi the whole idea will help me memorize sections and develop my skills for the
particular dance, as seen in Graph 5.2His experiment was done without the NPC dancers.

The average score this section was just ovéf%.

Graph 5.2.1Results after Sries of 1os Antrikos antrikristos karsilamas without NPC dancers.
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